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--: This paper reviews aid develops summer: neasures of assoziations,
.

d'.
berween-naitiple sets of variables through ere .a4.4...- 4...eaVai.C.2.1

' Sr
correlation analysis. 1.n.erreasures are sbsequently applied to a

specific researcn problem- Sons of the data P,=Plysis situations for

utich caamical correlation is apprcsriate are alsb discussed.



C&ONICAL CORRELATION AND T=7 7771,T ONO BETWEEN SETS

7,i7T1.71,7S

T. Introduction

Sociologis. are benoting i eas4 -g1y sophisticated in (heir

use of nal v--iate statistical nodels and a auma)er of excellent
4111,

sources e now avail le in the literature. (See Tan de Geer, 1971;

Slalh, 2971; Goldberger and runcen, 1973.) We wish to direct

sociologists' attention tO a mmativariate statistical technique, whose

usefulness as a data analysis tool has a great deal of appeal when

interest centers around the 'tint distribution of two or nore sets of

variables. The technique, canonical correlation, was developed by

Botelling (1935, 1936) more than three decades ago, and is used rather

extensively in biometrics and psychometrics. In sociological

literature, Kiatz)cy andBodge (1971) used the technique to analyze

intergenerational occupational mobility, Van de GZr,(1971) used the

technique to estimate the parameters of unbbservabli variable models,

and Hauser and Goldberger (1972) noted the sinilarities Between

canonical correlation and confirmatory factor analysis in the esti-
.

nation of undbmervable variable node's. Bowever, these applications

do not begin to exhaust the potential usefulness t?f canonical cor-
e

relation analysis., Some of the data analysis sZatiots for which

canonical correlation is appropriate are discussed in tics paper.

Consider a situation in which a researcher is .Aa position -

to ,separate the variables of interest to him into sets, and'-he

< ,
ce-

5



2

a posiiion to postulate 'flows" of 4-,fluences among the variable ets

based upon information obtained from a theoretical model. The

researcher's primary objective is in determining to what extent and

hat point the distributionsof tbese,variable-sets intersect. Ail

mpltivariate statistical techniques are designed to provide enswers to

thesejypes of questions, though perhaps from different data analytic

points of view. Moreover, the researcher is interested in answering

the follariag questions as a means of evaluating the 21=sibi3ity of

some specific hypotheses implied in his theoretical model: (A) What

is the total re3ationship between the dependent and the independent

variable sets? (2) In ,instances in which the independent set consists

tA several. theoretically distinct sUBsets, one nay ash what is the

relar4ve contribution of each subset to the total amount of variation

explained in the dependent set? (3) Which variables in the dependent

and independent set(s) respectively contribiaed most to the to

amount of varie;ton shared between the sets? Those fmr424er wi uni-
>

variate correlation sad regression analysis will Immedfat ay recognize

that questions one and two are practically identical to those that one

would ask if tbe relations between individual variables are pursued.

Indeed, at has been shown that certain aspects of canonical correlation ,

nalysis are simple extensions of univariate correlation theory

(RozOloom, 1965,

This pap-et-priseats a pedagogically oriented review of ryrb

cal literature that has been presented on canonical tor-
-.

relation (see Bartlett, 1941, 1947; Anderson. 1957; Morrison, 1967;

Cooley and Wanes, 1971; Van de Geer, 1971). We rb.ink tig the

6
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specific problems A291.oied here, by way of an exanple, skald stimmt-

late a greater interest in the general usefulness of this multivariate

statl.stical technique. Withip this pontext, the current discussion

- .

focuses on two specific objectives.

First, as is known by practicing)methodologists it is

suggested that renonicel correlation emplysis offers a parsimonious

way to reduce the complexities involved in relating several dependent

variables to several ,independent variables, particularly When it is

appropriate to conceptualize dependent and independent variables

respectively as 51-1,dicators of theoietical constructs. However, it

Should be noted that the approach employed here has neither the

statistical precision nor the theoretical parsimony of simLltaneous

statistical:models, particularly when the research problem calls for

their use, and their assumptions can be net (see Hauser and Goldbenger,

19472; Burt, 1973; 'Duncan and Goldberger, 1973). On the other hand, it,

can be atgued that deficiencies in the data and/or in the theoretical

model should not aeter researchers from P,-.P.min41g, at least in an

exploratory manner, the frUitfulness of a theoretical approach to a

subject that. is defined as problematic. In this respect, canonical ***

corre.lption, as it is appliedin this paper, can provide the
,

researcher with an alternative Those requirements are less stringent

-

Asa those characteristic of gimultaneous estimation procedures.

40'
--- f

The second abjL-tive involves an attempt to resolve.sone of

the probleMs frequently encountered in, trying to interpret canonical

solutions. It is probably the case that one of the rain reasons 'tihy

canonical corlelation is so infrequently used by'researchers bee to do



with the 4ifficulty associated with interpreting canonical roots .2=A

vectors. It is suspected that this problem o? interpretation arises

partly from a lack of appreciation of exactly what is being done when

the relationship between sets of variables are subjected to a canonical

correlation analysis. We rave the position thPt the interpretation

problem can betx4rotically eliminated if it Can be thown that canonical

.7-1

correlation it A parsincraions way of decomposing a set of anItiple

correlation coefficients Thus, it will be shown that both the canoni-

cal coefficients and vectors ca be given interpretations that are as

nesaingful as computing multiple and multiple-partial correlation

coefficients.

II. Aoplications
111

In this section the particular approach taken tward canonical

correlation is applied to a specific researdh problem addressed, by

Wilson's (1973) study of the deterninants of housing status. The

interest is in analyzing the determinants of the quality of housing

occupied by primary fe-ffilies who owned their dwelling unit in 1960.'

The dependent set y, housing quality, is composed of neasures of

whether the dwelling unit is in standard condition (Y1), the ageof

the unit (f2), and a measure of the quality attributes of the unit

(Y3) . The independent set Z consists of neasures of Marital,

duration-(W1), the total number of children present, in the,fPrIlly

'(W2), age of the y6ungest child (W3), education (X1), occupational
\

prestige (X2), and total family income (X3). Tile first three Z

,variables are defined as neasures of family status ( W ), and the latter



-5

4,

three are defined as measures of socioeconomic status (I ).2 The

ir
observed correlation among these measures is exhibited is Table 1.

'olvirre 7 summarizes the expected direction of the relationships

among the variable sets. It should be noted that the model as dia-

grammed postulates relationships among theoretical constructs repre-

sented by the valitle sets (cf. Sulli 1972). The reason-for this

relates to the face that evaluating full implication of the model

may require the use of more than canonical solution. Thus, for

example, the correlation be y and its indicators may require

two different -sets of esamates.in order to determine the total effects

0f WI gad x.

any event, the.eodel hypothesizes that the effect Of'family

us aa housing quality is expectecrio be negative, largely because

of the influence, exerted by family size and age of the-yaungeSt child.

families are least likely to. be in'a position to spend read

deal op 'housing c uMption. Socioeconomic status.should have a nega-

dive effect on f otatus, because Size of family is iaversely,

related to all thr measures of socioeconomic status. Finally, socio-

economic status should-ha e a positive effect on housing quality,'

because the quell. / of the1 using environment should reflect social

status coisiderat
/ \

.

With respect t he research questions posed earlier, a full

.ijvaluation of the implications of the model diagiammed in Figure 1

c

9
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require (1) a.measure, analogous to a1 multiple R
2

, which can be used

to summarize the overall predictive ability of themodel; (2) measures,

analogous to multiple-partial correlation coefficients, which can be

used to determine the relative contribution made by the independent

subsets 14 and X to the total variation expld1ned inthe dependent

set Y; .(3) measures that can be used to interpret the direction

(positive versus negative) of the relationships between the variable

I'

sets; and (4) measures, when used in conjunction with those in (3),

that can aid in determining which measured indicator variable(s) of

the respective sets played significant role(s) in determining the

overall relationships between the variable sets.

Matrix notation is emp/pyed throughout this exposition in order

to clarify an enhance the derivatiOns of specific measures. For

il/pstrative purposes, let ( represent a PI x N matrix (P, = 3),

W .a .Pw x N matrix (Pw = 3), X a ,Px x N matrix (Px = 3), and

Z a P2 x N matrix (P
2
=Pw + P.-= 6). Note further that N

refers to sample size, and Pi refers to the number of variables in

each set, respectively. Assuming all variables are expressed in

stanctIrd form, the relationship between sets y and Z can be

expressed in terms of the following equations:

U = A' Y

y = B' Z

12

(1)

3+,

t



where

9

U amd V are sK x i matrices of canonical variates, and

ittiazd"Bi are x ? uArices of canonical weights.
"k.

The rows of U and V are linear coMbinations of the variable& in

sets Y .and Z rpspectiveiy. Tae relationship between the 3th

linear coMbination in U and V can be expressed in terms of a

canonical correlation coefficient. There arellikch canonical

cpefficieats possible. The problem addressed by canonical correlation

rednces to finding: (1) the matrices A an.4 B of canonical weights,

as (2) a ix 1 column vector C, with slements,c (1 = /,...,k).

whiC1' are the correlations between linear combinations of the variables

'in set Y with those in. set Z. In order to find the vector. C and

*

She matrices A and B, we form the products
3

LTZ.3

by 115,

lm
pZiy'Y Z'Z

Z'Y

rfr,PlzRz

. .

.

the fbllowing set of homogeneous equations :4

-eiryri
.

ERzzil Rzy (Rr;0 21;3

13

A = 0

B
J

= 0 '

: - (2.)
0.0,3

I.'.".
A

(3)



4

where

and are Characteristic roots (J = 1,...,K),

is the identity matrix,

A
J.

an.01 B are 'P x I column vectors of canonical weights

(J 1,...,X) (These vectors, are the transpose

of the raw vectors. in Aki and W.)

anewhere the following constraints are imposed:

(1) 'R is of rank, e.g., (13,yr)-1 AL

(R 2Z)
-1 exist.

(2) Y id a ?
1

matrix.

Z is a (Pv P ) x R
2
x N matrix.

(3) The first k < ain (P1,P.2)

CR yyri R yz CR zZ'
-1 P

ZY

characteristic roots of

are distinct.

(if P
2

> P then all of the roots'extracted,

ak (IR z)-1 R zy (R yo-1 R ye will not be distinct.
;

The au her of nondistinct roots- Twill be equal to P - ? .)
,... 2 I

-.1

4 .

3-

(4) R yy = 1 and rej
R zz Bj /.

in order that the canonical variates in U and V"
. .

indOtandard form. .

14

11--
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I

AI*

11

(5), Pt! Aj = 0 ,md 3; fizz Bj = 0-
I

Applying equations (2) end (3) to the observed correlation matrix

displayed in Table 1, we have

and

= =
C
2

.135 C = .368

.003 :955

111=11,

.355 -.103 .930

.137 .944 -.103.

.921 -.315 -.353
41 B

-
It can be observed that the characteristic mots of equations

(2) and (3) are identical and are the squared cmollE4it correlation

=111M111

.022 .912 .527

-.352 .018 -1,312

. .053 -.020 .485

.448 .050 -.047

.388 -.094 -.339

.5es -.070 . .125
...

coefficients. Since all of the canonical coeffiriPnrA are significaitt

beyond the (.01) level.of rejection using Wilk's laabda (Barleit, 1941,

1974),
5

we are confronted with the problem of interpreting the sUb-
.-

stantive significance of at least the firstAtWoocamonical coefficients.

A. 34111 ripie Coefficiedts

The key.to_intexprecing canonical coefficients is recognition

pf the fact that they are defined as the correlations-between linear

combinations of the original variables in Sets ,y and 2, and not the

15

0
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i

A t

coirelatiors berwee= the original variables themsilves. 'Thus, each

snared canonical coefficient fs a measure of a certain amount of the

total variation Shared between two. sets of variables. A measure of

the total =cunt of variation cared between two sets of variables can

also be Obtained, which is analcvms to but nor ideatical with the

squared product momeittsorrelzti= coefficient, or with the squared

multiple correlation coefficient (O hen the independent set is composed

of two or more independent variable sUbsets). Thig coefficient has

been termed the Squared Vector Multiple Correlation Coefficient (bere-
.

after referred to as 5V:1C) (Srikastan, 1970). The coefficient SVMC is

defined (Rozeboom, 1965, 1963; Srikantan, 1970) as

INN

SVMC = K2 = 1 - - c2) ,

PO-

Where 11 indicates sequential rnil.iplicatioa.

sow,

VCA = - c)
3=1,

(4)

44

is the Vector Coefficient of Alienation, or the vector correlation

between y and the residual of Y - y, where y is the least squares
. 4

estimates of the variables in Y. Tiatis, the correlation between y

and Y y is also a canoniCll relationship thP* conforms to equations

(2) ead (3). iherefore,

SVMC 1 - VCA



I

13

-

If the.-researcher is interested in st4Treting the total anon=

of variation snared -bet wpon two sets of variables, is the

appropriate zees-are. Wits respect to the first research question

posed earlier,

SVHC = 2 - .709 = .292

which suggests that -29 percent of the variation of the variates in

set U can be explained by the variates in set V. Note Particularly

that the interpretation is applied to the variates and nut the original

set of variables.

Srikantan (1970) presents two other nultiple canonical coeffi-

cients that nay be appropriate for some research problens. Bowever,

we favor STMC beta se it is a direct extension of the squared product

moment correlation coefficient. major disadvantage of all of these

measures is that their interpretations are not necessarily equivalent

to the proportion of Variation in the variables of set y that can be

explained by the variables in set L. ieasures that permit this type

of interpretation are availlble, and are our next tppic'of discuss .on.

(See Stewart and Love, 1968; Y413er and Parr, 2971; Alpert and

Peterson, 1972; Wood, 1972.)

lit was noted previously that the number of nonzero and

2 .

posifive values derivedlrom equation' (2) is determined by the

rank of the variance-covariance nett-ix (the correlation matrix in the

example) associated with the swallest variable set. .7or example, /f*

the y matrix contains three variables and the matrix six, the

t

17 ,

1 .

.--Is-----......- -=,---L-.-_--..-_-....- _ _ 7,...,.._----. -..,.-- -,--...,--.-.:
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ILLPY4TrM7f of nonzero and p.:,sitive va_%yes is ±tited to three

(alcholIgh one, and perbPpa all three, may rot b statisticAlly signi-

ficant)' Consequently, it is statisr4cally possible to expl.ein all

the variation in the variables in set y and only SD percent Of the

variation in the variables of set Z (see Alpert an'd Peterson,

1972). One aspect of the interpr'etation problem allcied to earlier

with respect to canonical correlation is the symmetric character of

the squared canonical correlation coefficients and Its =altiples.

Thus, our immediate objective is to velop an asymmetric measure of

explained variation, with is analogous to the squared multiple cot-
.

relation coefficient. It will be recalled that the squared mbiltiple

correlation coefficient is a. measure of the moot= of variation in

given variable that can be explained by a linear coMMTIPtion of pre-

dieting variables. SteWart and Love (1968), and Miller. and Parr (1971)

have developed a measure for canonical analysis that is analogous

to the squared rmItiple correlation coefficient and can be inter-

.*
preted as the proportion of the variation in set Y .which can be

explained
.

by set 2:: We will denote these measures as 'R
.z

when
d y

the emphasis is on explaining the-variation in set Nc and -daz..5

when the emhasis is on explaining the variation in set

general,

R
d
R

d z. .

Z. In

It is this asymmetric quality of this measure (hereafter referied to

as total redundancy) that gakes it a more useful =erasure than either

c
2

or its multiples. As a measure of association, it bas the

A
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.

.olloving desirable qualities: (1), _,F. will
be zero if and only

...- - 0 rz, .

.11-7---=Ti)i-4E.01:2) it vill achieve a value of 1 if -me only if
YZ

the variation in each of the yi variables can be completely exp32.neA

by -the variations in.Z, R = 1
YZ

For illustrative parpoSes, we shall ,fo cms msinly on the deri.--""

1,..az torn of can be bibta±rleg in a 0741a7.- manner.s ince daz.y

it can be shown that is an arithmetit average of the soaredyz
multiple correlates coefficients obtained from predicting eprh T

variable from all of.the variables in First, ve define the

-3
x K matrices R and P2

YU
%

and

R
YU

= R A
YY

.044

-.938

-.155

.921
-

-1.029

-.362

.387

.347

.919

11111

.150 .602 .e443

.121 .879 .000

.845 .024 .131

19



Strellar17,

R=

R2
ZV

?8

.093 .492 -.014
-.115_ :472 -.750
-.005 1.201 -.241
.724 l .331 -.237
.752 -.Q35 -.348
.717 .003 --.013

'.ops .985 .000

.a13 .22.5 .563

.000 .040 .058

.524 .3.09 .056

.565 .003. .121

.514 .ODD .000

and,

The r2
,uj

... and r2
i,vj

elements in e
YU

and e respectively,
yi 2V

are defined as the proportion of thevariation in the ith variable in
_.

0.-.

Y or Z that can be explaino.dby the jth canonical variate in U

or resepctively. Postmnitiplying R2 and R2 by the C2
YU ZV

K.xl column vector (the vector of squared canonical correlation

coefficients), ue have

R2yu C2 =

.002

.879.

-.024

.150

.121

845

.848'

.000

.131
[003

178

.335

-.

11111. immEte

C
2

=

;

20
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41111/ =111M

. 038 .935 .000

.013 .2.2.5 .563

.000 .040 .058

.524 .109 .056

.565 .001 .121..

A.514 .000 .000.

. 135

.050

.007

.108

.101

.093

yields a P % -coitmin vector of squared-multiple correlation coeffi-

cleats, PostmultiplyIng Qy further by a ?xl unity vector

fields

1
2 2= R=. E R.
y.z Yiz

Inasmuch as
"z

is simply the sum of the'*
*z

.lt

2 values predicting
1.

each variable in Y. given the variables in Z., it is possible that

the forcer can achieve a value greater than one. The-marlmum value of

K2 is equal to Tr(j y). or the nmther of variables in sir.

y-z

Ideally, one would want to employ a measure to.etplstn variation that

.

conform to the limits of (0,1), which makes K2
z

less attractive

. .

as a measure of association. The asymmetric measure dR,..z corrects

for. this undesirable qualityby dividing ,by the number of

variables Toes1 redundancy can this be defined as

21
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d y-z
= L c

j=1

3)1

k
2

.4 /P1
i=1 j=1 ?4'144ol

= (R, Rk)i c
-1 j=1 1111

1

P1

P1
3. 2

E 8

P1 i =1
2 Z

= (.030 + .140 + .154)/3

Jm .108,

'where the r
yi,uj

's are elements of R and, the CJs are the

column vectors of p: .
yu

The size of the multiple redundancy measure indicates that

PI x 1

-

socioeconomic status and family status combined explain 11 percent of

-the variation in the measures of housing quality. However, inasmuch as

the theoretical model postulates asymmetric relationships among the

variable sets, this measure is of little use in this respect. The

measures most relevant foi this task ate the multiple-partial measures

of redundancy, which are develived belbw.

B. IlUltiple-Partial-Coefficients -

In instances in which the independent variable set can be

decomposed into subsets, we- can define a set of-multiple,mpartial

These coefficients yen be used to.Aeteruine the rela-
-Y'

coefficients.

iv--e-a5ntrIbuiidn---made by each subset of Z to the total amount of

2.2
1
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p.

variation explained 'in set Y. In. the example,.the independent set

is composed of 'two sets of independent variables, i.e., the stiset

z

of fE--mily sta;us variables, and the subset X of socioeconnmic status

variables. The first step in the computation of the multiple- partial

coefficients involves computing the redundancy measures
d
R
Y.v

and

ey-x' which indicate the amount of variation in set that can be

exp3ainPd by set01., and X separately, Once this is accomplished,

d
R
y-z

can be decomposed into the following components1-=

.(l)
d y.:(x)

- AZ
.(d2j-Z d-YX)/(1 dRyX)

= (.108 - .070)/(1 - :070) 4

.041,

which indicates that the relative contributinh of family status to the

total amount of variation explained in housing quality 'is (.041) or

38 percent [(.0411.108) 100).

ey-x (dBy-z dRy.v)/(1 dRy.w)

= (.108 -%.047)/(1 - .047).

= .064,

.N

which indicates that the relative contribution orsocioeconomic.atatus

to the total amount of variation explained in housing quality is (.064)

or 59 percent [(.064/.108) IGO].

(3) Finally, we should point out that.cbmpOnents (1) and (2) define

-tom- "unique" contribution of sets W and X. 'It is statistically

possible that sore portion of the total variation explained inset.

by sets W and X might represent the combined effect of these

22-
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.

independent subsets. This can occur when the independent subsets are

Mg:illy interrelated and therefore may exert common influenco. (See

Duncan, 1970; Coleman, 1970, for examples.) :The third component can be

derived as a residual,

43ay -I: 7.; x ) d
Ry-z (d y

R
.x d d

R ) /1 - (.Ry. dRyu)

B=
d
Byz - ( d2Y-x(w)

d y-w(x)7

.108 - (.064 .041)

ir .003,

which in our case is very small., The reader should note, however, that

while the application of the above decomposition to situations in which

there-are more than two independent subsets might appear straightforward,

it may be more difficult to interpret componefit (3), because this

component would then be equal to the sum of al possible nonredundant

combinations of covalistions existing between he subsets.

The multiple - partial ngasures of redundancy provide the answer

to the second question posed, earlier. Clearly, the relationships be.tween

socioeconomic and family status with housing qua though small, are

nonzero. But the theoretical model postulates not only that the

observed relationships are nonzero but also that they should be in a

specific direction. With the multiple- partials, we can only say that

the relationships are of a certain size; We cannot say. whether they

imply positive or negative relationships. This applies as well to the

other canonical coefficients discussed earlier and largely results from

the may in which these coefficients are computed. The direCtion of the

2-4
C
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variable-set relationships and the issue of which specific variables

within the dependent and.independent sets, respectively,. are responsible

for the total relations between variable sets can be determined by

further manipulating the ryi
,uj

and r
zi,vj

elements of RIlf and

R7v, respectively.

C. Canonical Variate-Observed Variable Relations

If we used all of the informatiansibtatned fronrthe matrices

R an d R
YU ZV

and the vector C, a more precise description of the

relationships between socioeconomic and family status and housing

quality would be as depicted in Figure 2, where the relations between

the variates (aj) are determined by applying constraints (4) and (5),

and the relations between variates and indicators are defined as

=r
ij

= ryi,uj or r
ij

r
zi,vj'

A useful indicator of betweenset relationships. is thesign and

size of the rA
,uj

and r
zi, j

values. If we wanted to relate a

variable in set lir with a variable in set Z, the sign of the rij

values are important, because they indicate the direction of the

-association between The two variables as measured by the product =rent

correlation coefficient. Indeed, the product moment correlation

coefficient has simply been subjected to decomposition and can be

estimated from the following equation:

r
yi,zi

- ryi,uj cj
(5)

Applying this equation to the relations between Y2 and Z1 (21 = 1,11),

we have

25 ,
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72,x1
= .347 (.422) .093 + .938 (.358) .992 -4--.6..020) (.055) .014

,t01.3-+ .342 + .000

.355.

More generally, the ratrix R

follmting equation:

can be reproduced by applying tr:e
I

R 3 = Ry S Fri (5)

where R x K shd P2 x K matrices respectively,
I )(1.1 R Z are

and S is a diagonal matrix with the canonical correlation in the

x 1 'colt= vector C as elPrw-;its.

Thus, the signs of tie r3i,uj and 'rzi,v1 values can be used

to determtne the general .direction of the relationships between the

variable sets. On the other hand, the sizes of these values are p6or

indicators of between-set relationships by themselves because they only

indicate the pontribution node by the ith variable in sets / or Z

. to the total amount of variation extracted by the jth canonical variate.

from all the variablesj.n each set, respectively. If they are weighted

by the squared canonical correlation coefficie;ts, they provide sone

indication of the amount of variation explained in the ith variable

of one set given all the variables in the other set vii the lc'-
, -/)

canonical relatio6ship.. The sum of these values for each variable

across the jth canonical relationship is equal to the squared =lapis

correlation coefficient for that variable given the variables in the

-other set. The, reader will recall that the P 2:1 coluzcrvector Q .

squared multiple cecoelstien fficimits was 6;.f2ned as

27
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Sow we wish to decompose each of the squared aultile correlAripn coeffi-

cients into an additive sez of values that can be associated with eats

canonical variate extracted fro= set y . Thus, if we multiply each

r2
uj-

value in le
YU

2
r
-4 ui

by the c va TiP it is associated with, we have

2
ci a

Y1 911/i

which is a neasure of the amount of variation explained in the i
tb

variable of set Y by the variables in set Z via the j
tb

cmonical

variate. (In the language of facto. analysis, 1,i is simply the
.-

square of the loading of the ileb variAble on the
jth

factor.) It

should be obvious that, by definition,

k
2

k
74 r c

yi,uj j
.1'1

1
71,uj

and

?
2

,
1 k, ' -1 k
i i 1-71,0 cl .. i 1: 1

. ' yl,uj
iwl jw1

pl
2

i-Zy
1=1

2

ZY-Z

The 1
yl,tij

(or
-zi

) valiues,-tben, not only provide us ;with
vj

a means of determining which variable set ode the largest coniri-,

Iamb= to the 1th canonical relat

/k

it also indicates :hat
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proportion of the total variation explained in a gig variable

th
can be associated:With the- 3 canonical relc=ionthip Thus, the

total redundancy messoze v can be used to estimate the tote
d-y-t

amount of variation in y that can be explained by Vend. its decom

position into 42 additive set of values permit the deter=imaion of

which variable in y is actually being explain:0A

Table 2 reports the empirical estimates derived from most of

the measures we have discussed in this Chapter. The 1.st column in the

table.reports the multiple and multiple-partial redundancy measures,
+

whose relative sizes suggest that both socioeconomic and family status

are related to the quality of the housing environment iTthellited by

owner households. As was noted earlier, our objectives are to deter-

mine not only whether socioeconomic status and family status are related

to housing quality, but we want to determine whether the hypothesized

directions of these relationships are confirmed by the data. We noted

that the overall direction of the relationships between sets can only

be determined by analyzing the. signs and relative sizes of dire relation-
%

ships ketween the observed measures and the canamicalvaalates. For

each canonical solution extracted from equation (2), Table 2 reports

rid and 1
ij

values for each of the measured variables. As a further

aid to interpretation, the third column under each canonical solution

. -

reports,the 1
fj

values as propottiont of tine total' variation explained

in eac1 of the variables (as represented by multiple 2 coefficients).
. -

From Table 2 it can be Observed that socioeconomic status appears

tc be related to housing quality because of the positive relationships

between measures of the former and condition and qmPlity attributes of

.

dwellings. This observation is supported by the values reported under

29
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the first c,-:-nnr'rical sjantion in which the signs of the coefficients are
(

all positive and the 1
ij

/7
z

722M4S are at least (.80.. The first-I. .K .
.. i

14

canonical solution captures practically all of the co-axiazion that

exists bet fotioecurNtiC status and housing quell_ . Thus, with

respect to this relationahiA our expectations are confirmed
0

She 'elationship becwe ffn4ly status and housing quality

emerges in the second canonical solutioa AgPins using the I ta
-ij J .K

values as the basis for evaluation, it is evident ehet age of dwelling

is being explained by marital duration and aumber of children. Cleary"~,

the basis of the relationships that housing quality have with socio-

economic status and family status are not the sane., iforeover,,it should

be equally clear tilt out expectatiods in regards to the underlying

reasons for the relationship between housing quality and f2Trily status

are not coafirmed. We postulated a negative relationship because it as

suggested that large forrities are More lilfPly to live in poorer quality

housing. We find, on the other band, that the relationship is positive

-a.ad it is marital duration, not age and number of children, that is the

basis for this relationship. These results are consist ent with ibex f

argammthat fenrilles age' With their units.-

It vas ptedicted r1at socioeconomic status would be negatively

related to family status because of the inverse relationship between .

. .

size of family and the threemeasures of socioeconouic status. These

relationships are reported-in Table 3. Socioeconomic status explained

an average of 9 percent of the variation in family status. &reover,

it is clearly evident that the positive relationship between marital

-dtiOM and education is responsible for the overall relationship

31 1.
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between these variable sets. The relationship between education and

=umber of rhilfirea, though small) is positive, %/bile income and °con-

patiomal prestige seem to bear no relationship to this variable.

7inally, family income appears to be positively related to age of.

youngest child with respect to both the first and second canonical

solution, a relationship Which our theoretical model did mot predict.

III. Discussion

One of the rain reasons why these particular sets of variables

were chosen in order to demonstrate the utility of canonical correlation

analysis relates to the structure of the observed correlation matrix.

First, the within-set and between -set 'alTrelationaare rather small,

which is due in part to the particular manner in which these variables

(particularly the measures of housing quality) were operationalized via

the census. Even given these Low and the exploratory nature of .

the iheoretical'model under review, it toot. still be of some interest

1 '
to determine tne reasonableness of the model in terms of ihether it

warrants further investigation. The conceptualization of the o rved

variablei as indicators of specific theoretical constructs would appear

to this writer to be a reasonable approach to take toward these data.

This is the-primary reason why the model as depicted in Figure 1 is

defined in terms of the relationships between sets of variables,

although we were also interested in the issue of which variables within
t

each set were responsible for the between -set relationships. Yoreo'er,

it should be apparent that a Canonical solution is derived mAinly from

the between-set correlation matrix p and the correlation between
.N1Z.

64;'
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variates and indicator variables are largely a fiction of the structure

of this matrix. .7nus, the attest here was not to find the oprivl cor-

relation between a theoretical construct and its indicators, but rather

to sinply s-r**1Prize the relationships between variable sets without

implying that an optimal set of relations were obtained, Admittedly,

rho -R goal is less anbitious and less parsimonious than what would be

obtained using a slTmiltanecus estimation procedure.

However, viewed fro= another angle, the techniqud e=ployed

presents a clear picture of the complexity of the relationships between

the dependent set and each of the independent sets. We were able to

detect the fact rbet info-suxes of socioedonomic status and family status

are differentially related to nersures of housing quality. What this

means essentially is that if housing quality were related separately

to socioecononic and family status, different variables in.the farmer

set world have energed*ag 41A-elariely responsible for the total rela-

; . i
---------

4,. .... $,.,,,,

tionship between the variable sets. In other words, the correlationk

between indicator variables and canonical variates would vary depending

on the nature of the variables in each set. This is an undesirable

state e-of affairs, because unless we can assume that tge effects of

indicator variables within each independent set are, the sane with res-
.

ect to each indicator in the Zependent set, there is no single "hest"

est1nete of the unobserved-unobserved correlations and the

unobserved-indicator correlations. For exanple, if the first canonical

solution is 'taken as the best overall estimate of the relationship of

housing quality with socioeconomic status and fanAy status, then we

would have virtually eliminated the relationship between housing quality

and family status, since that relationship

solution, not the fiist.

3'4

in the second canonical
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4

The problem of differgatial association between dependent and

independent sets is 141 rely to increase in complexity as the nuMber of

independent sets are increased wbicb, in some instances, necessitates

the application of less restrictive and less precise statistical

models in order to evaluate the implications of the researcher's

4

theoretical model. Thus, our main argtment is simply that the measures

we have proposed here can be used to partially overcome this problem

-t.75emi acre sophisticated and restrictive statistical models should not

be applied.

r

35 Oa.
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FOOTSOTES

1. The measure "quality attributes of the dwelling unit" is definef as that

proportion of value of property WhiCh renains after eliw4npting from it

the effects of its measured deterninants (See Wilson, 1973.)

2. Age of dwelling unit, age of youngest child, total number of persons in

the family, education and occupational prestige (unman stai,e) are

expressed in logarithms The generalized least squares estimate of units

in standard condition is employed. This estimate takes the form:

Yi 1/? (1 F))34

where

Y
i

is the observed (0, 1) value of the variable.

P is the OIS estimate of the probability of lug in aa standd
. .

unit.

The data for this PTIPlysis are derived from the 1960 Census 111,000

Public Use Sample tapes.

3. The interested reader can find an extensive discussion of derivations in

the technical literature cited earlier.'

4. If one solves equation (2), then the vector B
J"

can be obtained as follows;,

S.

B
J

alD4 Z'Y A
B
J

(f)-1
RZY AU

Wilk's lanbda conforms approximately to the Chi square distribution with

(P1) (P2) degrees of freedom.

6. Zhe latter is true if and only if the matrix is of full rank, aise

more variation can be explained. This is the primary reasonVy it is

36



es

frequently suggested that the =her of variebles in the tlependent set

should be equal to or less may.. the =tubes of varis les in tbe lindc*adeat.

- -3

sett.

p
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